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Since the first report of the human electrocardiogram (ECG) by Augustus Waller in 1887 (1), its diagnostic use has continually expanded. Providing a window to the electric activity of the heart, the ECG allowed the documentation and classification of arrhythmias, soon followed by estimation of atrial and ventricular size (2). Some years later, dynamic changes associated with myocardial infarction were discovered and shown to correlate with clinical and histopathologic changes (2). Researchers have continued to extract a diversifying range of clinically useful data from this simple bedside test, demonstrating the wealth of information contained within it and making the ECG ubiquitous in clinical medicine.

Efforts to glean yet more information from the surface electrocardiogram have recently led to the application of machine learning methods to ECG analysis. Although the first attempt to automate ECG analysis was 50 years ago (3), the recent resurgence of machine learning has accelerated efforts to automatically recognize, measure, and characterize patterns not visible to the human eye. Examples include identifying patients with paroxysmal atrial fibrillation from a sinus rhythm ECG, as well as accurately predicting age and sex from a baseline trace (4). Furthermore, several algorithms for ECG diagnosis of left ventricular (LV) dysfunction (LVD) have recently been reported (5,6), with the U.S. Food and Drug Administration granting emergency authorization for such use (7).

In this issue of iJACC, Potter et al (8) develop a machine learning algorithm to identify LVD from 12-lead ECGs and evaluate its use as a screening tool for identifying at-risk asymptomatic individuals. The authors use machine learning of preprocessed ECG data to identify LVD, as defined by echocardiography. Proprietary software calculates a large set of parameters from the processed ECG signals, and these are used to teach (“train”) a machine learning model to distinguish patients with LVD from those without. Both the signal processing (continuous wavelet transform) and machine learning (random forest) methods used in the work are well established and have been validated in many applications.

The definition of LVD used by Potter et al (8) is based on a combination of diastolic echocardiogram parameters and global longitudinal strain and deviates from standard criteria. This is not universal across similar studies. Attia et al (6), eg, use a single criterion of LV ejection fraction of <35%, which has a stronger evidence base for initializing treatment but will fail to identify milder cases or patients in the early phases of LV dysfunction. Concentrating on severe LV systolic dysfunction will identify patients with a more pronounced phenotype, likely translating to more marked ECG changes and simplifying the task of a classification algorithm; the definition of disease must be borne in mind when comparing the reported performance of these studies.

Central to any machine learning method is data: the training data on which the model is taught (“trained”) and the independent test data on which it is evaluated. The training data are a key determinant of how well a model generalizes to new data and, ultimately, how well it performs. The goal is to learn underlying patterns and avoid overfitting to noise and spurious trends present in the training data. The training data should contain enough information to represent all intrinsic variation in the population to which the model will ultimately be applied. It is
A frequent criticism of machine learning techniques applied to clinical data is the lack of transparency into how they make decisions. This is important in clinical research, where new scientific insights are sought from data, but also vital to ensure buy-in from clinicians and patients. In terms of clinical use, however, sound validation is arguably of greater importance. If the performance parameters of an algorithm (however it functions) are well defined, its role in clinical decision making can be made clear. Potter et al (8) are therefore right to emphasize the use of their algorithm in the context of screening, where its true benefit likely lies, highlighting asymptomatic individuals who are at an increased chance of benefiting from echocardiography.

A large-scale screening program for LVD based on current clinical and biochemical tests would result in an unacceptable number of false positives and false negatives. Potter et al (8) have shown the potential for delivering acceptable performance by integrating advanced analysis of the standard 12-lead ECG—a cheap, portable, and reproducible investigation. Although more work is required to translate this into a standard clinical tool, the evidence that the ECG contains useful information on LV function continues to grow.
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